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Abstract

This paper presents characterizations of border bases of zero-dimensional polyno-
mial ideals that are analogous to the known characterizations of Grobner bases.
Based on a Border Division Algorithm, a variant of the usual Division Algorithm,
we characterize border bases as border prebases with one of the following equivalent
properties: special generation, generation of the border form ideal, confluence of the
corresponding rewrite relation, reduction of S-polynomials to zero, and lifting of
syzygies. The last characterization relies on a detailed study of the relative position
of the border terms and their syzygy module. In particular, a border prebasis is a
border basis if and only if all fundamental syzygies of neighboring border terms lift;
these liftings are easy to compute.

Key words: border basis, division algorithm, syzygy module

1 Introduction

Auzinger and Stetter 1], Méller [5], and Mourrain [6], for instance, used border
bases successfully to solve zero-dimensional polynomial systems of equations.
One of the attractive features of border bases is that they behave numerically
better than Grobner bases. Their key role in numerical polynomial algebra is
emphasized in, for example, the new book by Hans Stetter [7]. Recently, border
bases have also been applied to statistics, cf. Caboara and Robbiano [2].

Kehrein, Kreuzer, and Robbiano [3] started to lay solid algebraic foundations
of the theory of border bases. In the present paper we commence the brick-
work and characterize border bases analogously to known characterizations
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of Grobner bases; the latter are collected, for example, in Kreuzer and Rob-
biano [4, Theorem 2.4.1]. Our basic tool is the Border Division Algorithm,
which we present in Section 2; it divides a polynomial by a list of polynomi-
als. Unlike the usual Division Algorithm, it does not require a term ordering;
instead, the divisor polynomials must constitute a border prebasis with re-
spect to an order ideal of terms. Accordingly, the familiar reduction of leading
terms is substituted by a reduction of terms with largest index, where the in-
dex measures a distance from the order ideal. This adapted reduction process
is carefully designed to avoid infinite loops.

In Section 3, we apply the Border Division Algorithm and, thus, obtain im-
mediately two characterizing properties of border bases: special generation
of the ideal (see Proposition 9) and generation of the border form ideal (see
Proposition 11). Another characterization of border bases uses the rewrite re-
lation generated by the border prebasis. This is a trickier subject, because the
rewrite relation is in general not Noetherian. In other words, we consider a
reduction process with infinite loops (see Example 12). Surprisingly, conflu-
ence of this rewrite relation still is equivalent to the border basis property (see
Proposition 14).

Section 4 presents a border basis analogue of Buchberger’s criterion. Its proof
uses Mourrain’s characterization of border bases in terms of formal multiplica-
tion matrices (see Proposition 16) and a lengthy, but straightforward compu-
tation. This computation reveals that the border basis property is equivalent
to the condition that the S-polynomials of neighboring border terms reduce
to zero (see Proposition 18); here, two distinct border terms b and o' will be
called neighbors, if b = 20’ or xb = yb’' for some indeterminates x,y.

The topic of the final section is the lifting of border syzygies. First, we study
the relative position of the border terms and their syzygy module. In partic-
ular, we show that the border is connected with respect to the neighborhood
relation (see Proposition 19) and that the neighbor syzygies generate the mod-
ule of border syzygies (see Proposition 21). Next, we introduce the concept of
a lifting of a border syzygy (see Definition 22) and show that, if liftings exist,
then they will be computed easily for neighbor syzygies (see Example 23).
Then, we characterize border bases as border prebases, for which all border
syzygies lift or, equivalently, all neighbor syzygies lift. (see Proposition 25).
After discussing possible border bases analogues of homogeneous syzygies, we
conjecture that the liftings of the neighbor syzygies generate the syzygy mod-
ule of a border basis. We close the paper with a partial result to support this
conjecture (see Proposition 30).
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2 Border Division

In the following we use the notation and definitions introduced in [3]. In par-
ticular, we work in the polynomial ring P = K[z, ..., x,] over a field K. The
monoid of terms (or monomials or power products) of P is denoted by T™.
For every d > 0, we let T}; be the set of terms of degree d.

Definition 1 A non-empty set of terms O C T" is called an order ideal if
t € O implies t' € O for every term ¢ dividing ¢t. The border of O is the
set of terms

o0o=T7-0\ 0= (x,0U---Ux,0)\ 0O
and the first border closure of O is 00 = O U JO. For every k > 1, we
inductively define the (k + 1)* border 0F*'O = 9(9*O) and the (k + 1)*
border closure OF10 = 9kO U 9*1O. Finally, we let 0°0 = 00 = O.

The following proposition is shown in [3, Proposition 3.4]. It contains three
ubiquitous consequences of this definition.

Proposition 2 Let O be an order ideal.
a) For every k > 1, we have O =T - O \ T%, - O.
b) For every k > 1, we have a disjoint union 9*O = Uk_, &'O. In particular,
we have a disjoint union T" = J:2,0'O.
c) Aterm t € T" is divisible by a term in 0O if and only if t € T"\ O.

In view of this result, we define indp(t) = min{k > 0 | t € 9*O} for every
term ¢ € T" and call it the index of ¢t with respect to O. Given a non-
zero polynomial f = cit; + -+ + ¢sts € P, where ¢q,...,¢s € K \ {0} and
t1,...,ts € T, we order the terms in the support of f such that indp(¢;) >
indp(t2) > -+ > indp(ts). Then we call indo(f) = indp(t1) the index of f.
The following basic properties of the index were shown in [3, Proposition 3.6].
Note how the two concepts index and degree are complementing one another.

Proposition 3 Let O be an order ideal, let t,t' € T™, and let f,g € P\{0}.

a) The index indp(t) is the smallest natural number k such that t = tits
with t;1 € O and ty € Tz

b) indp(tt') < deg(t) + indp(t)
c) If f+9#0, then indo(f + ¢g) < max{indp(f),indo(g)}.
d) indo(fg) < max{deg(f) +indo(g), deg(g) + indo(f)}

The index and the border form possess properties resembling those of term
orderings and leading terms. However, index inequalities need not be preserved
under multiplication.



Example 4 Let P = Q[z,y] and O = {1, z,2% 23, y,4*}. Clearly, the set O
is an order ideal. Its border is 00 = {z*, 2%y, 2%y, xy, zy*, vy} . Hence we have
indp(y?) = 0 < 1 = indp(xy), but, multiplying both sides by z, we get
indp(zy?) = 1 = indp(2?y).

This example also shows that the decomposition P = @;>¢(Dtjindet)=i K -
t) does not endow P with the structure of a graded ring. Nevertheless the
index provides a distance of a term from the order ideal as well as a partial
ordering of terms. It allows us to substitute the usual Division Algorithm using
a term ordering (see, for instance, [4, Theorem 1.6.4]) by a border version using
a partial ordering. For this purpose we introduce the following preliminary
notion of a border basis.

Definition 5 Given an order ideal @ C T" with border 00 = {by,...,b,},
a set of polynomials {g1,...,¢9,} C P is called an O-border prebasis if the
polynomials have the form g; = b;+h; such that h; € P satisfies Supp(h;) C O
forie=1,...,v.

Proposition 6 (The Border Division Algorithm)

Let O = {t1,...,t,} be an order ideal, let 0O = {by,...,b,} be its border, and
let {g1,...,9,} be an O-border prebasis. Given a polynomial f € P, consider
the following instructions.

Di. Let fi=---=f,=0,c1=---=¢,=0,and h=f.

D2. If h =0, then return (f1,..., fu.c1,...,¢c,) and stop.

D3. If indp(h) = 0, then find c1,...,c, € K such that h = city + -+ c,t,.
Return (f1,..., fu.c1,...,¢4) and stop.

Dj. Ifindo(h) > 0, then let h = ayhy+- - +ashs with ay,...,as € K\{0} and
hi,...,hs € T" such that indp(hy) = indp(h). Determine the smallest
index 1 € {1,...,v} such that hy factors as hy = t'b; with a term t' of

degree indp(h) — 1. Subtract ait'g; from h, add ait’ to f;, and continue
with step D2.

This is an algorithm that returns a tuple (fi,...,f,,c1,...,¢u) € P¥ x KV
such that

f:flgl+"'+fugu+clt1+"'+c,utu
and deg(f;) < indo(f) —1 for all i € {1,...,v} with f;g; # 0. This repre-
sentation does not depend on the choice of the term hy in Step D/.

Proof. First we show that the instructions can be executed. In Step D3 the fact
that indp(h) = 0 implies that all terms in the support of h have index zero,
i.e. that they are all in O. In Step D4 we write h as a K-linear combination
of terms and note that at least one of them, say h;, has to have index k£ =
indp(h). By Proposition 3.a, there is a factorization h; = tt; for some term #



of degree k and some t; € O, and there is no such factorization with a term #
of smaller degree. Since k > 0, we can write £ = t'z; for some ¢ € T" and
j € {1,...,n}. Then we have deg(t') = k — 1, and the fact that ¢ has the
smallest possible degree implies x; t; € 0O. Thus we have hy =t (z;t;) = t' by,
for some b, € 00.

Next we prove termination. We show that Step D4 is performed only finitely
many times. Let us investigate the subtraction h — a;t’g; in Step D4. Using
Definition 5, we find a representation g; = b; — >_h_; agitx such that oy; € K
for k=1,..., . Hence the subtraction becomes

17
h — alt'gi = a1h1 + ...+ CLShS — alt'bi -+ alt' Z Ozkitk.
k=1

Now a1hy = a1t'b; shows that a term of index indp(h) is removed from h and
replaced by terms of the form t't, € 9*~1© which have strictly smaller index.
The algorithm terminates after finitely many steps because, for a given term,
there are only finitely many terms of smaller or equal index.

Finally, we prove correctness. To do so, we show that the equation
f: h +flgl+”'+fugy+cltl+"'+Cutu

is an invariant of the algorithm. It is satisfied at the end of Step D1. A poly-
nomial f; is only changed in Step D4. There the subtraction h — ait'g; is
compensated by the addition (f; + a1t’)g;. The constants cy,...,c, are only
changed in Step D3 in which h is replaced by the expression cit; + ...+ ¢,t,.
When the algorithm stops, we have h = 0. This proves the stated representa-
tion of f.

The additional claim that this representation does not depend on the choice
of hy in Step D4 follows from the observation that h; is replaced by terms of
strictly smaller index. Thus the different executions of Step D4 corresponding
to the reduction of several terms of a given index in h do not interfere with
one another, and the final result — after all those terms have been rewritten —
is independent of the order in which they are taken care of. O

Notice that in Step D4 the algorithm uses a representation of A that is not
necessarily unique due to the partial aspect of the ordering. Also there may be
several factorizations h; = £¢;. We choose the index i minimally to determine
this step of the algorithm uniquely, but this particular choice is not forced
upon us. Finally, the result of the division depends on the numbering of the
elements of 00, as the next example shows.

Example 7 Let P = Qz,y] and let O = {1,z}. The border of O is
00O = {by, by, b3} with by =y, by = zy, and b3 = 2. We apply the Border



Division Algorithm to divide f = z?y+x*+ 22y by (g1, g2, g3), where g; = vy,

go = a2y — 1, and g3 = 22 — 1. The step by step computations are:

D1. Let fi=fo=fs=0and ¢c; =co =0 aswell as h = f.

D4. Since indp(h) = 2, we have hy = 2%y = 2% b;. Thus we put h = 22 + 2y
and f; = xy.

D4. Since indp(h) = 1, we choose hy = 2 = b3 and put h = 2zy + 1 as well
as fs=1.

D4. Since indp(h) = 1, we have hy = xy = by and put h = 3 as well as
fa=2.

D3. The algorithm returns (zy,2,1,3,0).

Therefore, there is a representation
f=a(y)+2(@y—1)+ (@~ 1) +3 =291+ 292+ g5 + 3.

However, when we apply the algorithm to the shuffled tuple (¢4, g5, g3) where
g1 = g2 and ¢) = g1, it computes the representation

f=@+2)(@y-D+ (1) +3+r=(2+2)g; +0- g5+ g5 +3+ .

If we fix the tuple G = (g1, ..., g,), the result of the Border Division Algorithm
is uniquely determined. This we do. Given an order ideal O = {tq,...,t,}
and a polynomial f € P,let f = fig1 + -+ fugo + cit1 +--- + ¢cut, be a
representation computed by the Border Division Algorithm. Then NRp g(f) =
city + - - - + ¢4ty is called the normal O-remainder of f. As we saw in the
example, the normal O-remainder sometimes depends on the order of the
elements in G.

By construction, a polynomial f and NReg(f) represent the same residue
class modulo (gi, ..., g,). This shows that the residue classes of the terms in O
generate P/(gi,...,9,) as a K-vector space. However, they do not necessarily
constitute a K -basis of this vector space.

In particular, if O consists of finitely many terms, then the ideal (¢1,...,9,)
generated by an O-border prebasis is zero-dimensional.

3 Characterizations of Border Bases

First we prescribe the setting that is used throughout the remainder of this
paper. Let O = {t;,...,t,} be an order ideal consisting of finitely many
terms. We let 0O = {by,...,b,} be its border, G = {g1,...,9,} an O-border
prebasis, and [ a zero-dimensional ideal of P containing G. In this setting, a
border basis is defined as follows.



Definition 8 The O-border prebasis {g1,...,g,} is called an O-border basis
of I if the residue classes of the elements of O form a K-vector space basis

of P/I.

If I has an O-border basis G, then it is uniquely determined by O and
G generates I [3, Section 4.1]. According to the remarks at the end of the
previous section a border prebasis is a border basis if and only if the residue
classes of ¢;,...,t, modulo I are K-linearly independent or, equivalently,

1N (O =0.

We are going to develop the theory of border bases in analogy with the de-
velopment of the theory of Grobner bases in [4, Chapter 2]. Hence, we shall
prove characterizations of border bases which imitate the characterizations of
Grobner bases given there. Our first result is a border basis version of the
so-called special generation property.

Proposition 9 (Border Bases and Special Generation)
In the prescribed setting, the set G is an O-border basis of I if and only if
one of the following equivalent conditions is satisfied.

Ay. For every f € I\ {0}, there exist polynomials f,...,f, € P such that
f=figr+ -+ fog, and deg(f;) <indop(f) — 1 whenever f;g; # 0.

Ay. For every f € I\ {0}, there exist polynomials f,...,f, € P such that
f=hg+-+ f.9, and max{deg(fi) | (S {17"'7V}7 figi # 0} =
lndo(f) —1.

Proof. First we show that A; holds if G is an O-border basis. The Border
Division Algorithm computes a representation f = fig1+- - -+ f,g,+cit1+- - -+
cut, with fi,..., f, € P and ¢,...,c, € K such that deg(f;) <indo(f)—1
for i = 1,...,v. Then ¢t +--- +¢,t, =0 (mod I), and the hypothesis
implies ¢; = -+ = ¢, = 0.

Next we prove that A; implies As. If deg(f;) < indp(f) — 1, then Proposi-
tion 3.b yields indo(fig;) < deg(fi) + indo(g;) = deg(f;) + 1 < indo(f). By
Proposition 3.c, there has to be at least one number i € {1,..., v} such that
deg(f;) = indo(f) — 1.

Finally, assume A, and let ¢y,...,¢c, € K satisfy ¢ty +---+c,t, € I. Then
either f = cit1+---+c,t, equals the zero polynomial or not. In the latter case
we apply the first part of A5 to obtain a representation f = fig1+---+ f.q.
with fi,..., f, € P.Since f # 0, we have max{deg(f;) | i € {1,...,v}, fig; #
0} > 0. But indp(f)—1 = —1, which contradicts the second part of A,. Hence,
f is zero, I N (O)k = 0, and the set G is an O-border basis. O

Commonly, Grobner bases are defined as sets of polynomials whose leading
terms generate the leading term ideal. In the theory of border bases, leading



terms have to be replaced with more general border forms which are defined
as follows.

Definition 10 Given a polynomial f € P, there is a representation [ =
ajuy + -+ + asug with aq,...,as € K\ {0} and uy,...,us € T" such that
indp(uy) > -+ > indp(us).

a) The polynomial
BF@(f) = Z a;U;
{ilind(uj)=ind(f)}
is called the border form of f with respect to O. For f = 0, we let
BFo(f) = 0.

b) Given an ideal I C P, the ideal BFo(I) = (BFo(f) | f € I) is called
the border form ideal of I with respect to O.

The definition is independent of the chosen representation. As an important
example, the elements of the O-border prebasis G have the border form
BFo(g;) = b;; in particular, they consist of only one term. Now we char-
acterize border bases by their border form ideal.

Proposition 11 (Border Bases and the Border Form Ideal)
In the prescribed setting, the set G is an O-border basis of I if and only if
one of the following equivalent conditions is satisfied.

By. For every f € I, the support of BFo(f) is contained in T\ O.
By. We have BFo(I) = (by,...,b,).

Proof. First we show that a border basis satisfies condition B;. Suppose that
the border form of a polynomial f € I\ {0} contains a term of O in its
support. Then all terms in the support of f are contained in O, ie. f =
city + - - + c,t, for suitable ¢;,...,c, € K. The border basis hypothesis
implies ¢; = --- = ¢, = 0, which contradicts f # 0.

Next we prove that B; implies By. Since g; € I, we have b; = BFp(g;) €
BFo(I) for ¢ = 1,...,v. To prove the reverse inclusion, let f € I\ {0}.
By B; and Proposition 2.c, every term in the support of BFo(f) is divisible
by a term in 0O. Hence the border form of f is contained in (by,...,b,).

Finally, we show that B, implies that G is a border basis. Let ¢i,...,¢c, € K
be elements such that f = cit;+---+c¢,t, € I. Then all terms in the support
of f have index zero, and thus f = BFo(f). So, By and Proposition 2.c imply
cp=---=¢,=0. a

To characterize border bases in analogy with conditions C;) — Cy) of [4, Sec-
tion 2.2] we define the rewrite relation associated to G. Let f € P be a
polynomial such that ¢ € Supp(f) is a multiple of a border term ¢ = t'b;.



Let ¢ € K be the coefficient of ¢ in f. Then h = f — ct'g; does not contain
the term ¢ anymore. We say that f reduces to h in one step using g;
and write f 2> h. (Instead one may consider the more restrictive rewrite
rule that, in addition, the factorization ¢t = t’b; must be optimal in the sense
ind(¢) = deg(t') + 1. For instance, the reduction steps used in the Border Di-
vision Algorithm satisfy this additional condition. However, the results below
indicate that our less restrictive rewrite rule is an appropriate choice.) The
reflexive, transitive closure of the relations 2>, i € {1,...,v}, is called the
rewrite relation associated to G and is denoted by -, The equivalence
relation generated by -, is denoted by <%, In stark contrast to Grobner
basis theory, rewrite relations associated to border prebasis are, in general,
not Noetherian; this is demonstrated by the following example.

Example 12 Let P = Q[z,y] and O = {1, z,y, 2% y*}. Then O is an order
ideal with border 00 = {xy, 23, 2%y, ry* y3}. Consider the O-border preba-
sis G ={g1,...,95}, where g = xy — 2® — 9%, o = 23, g3 = 2%y, g4 = vY?,
and g5 = y*. The chain of reductions

g1 g2 g1 95
2y L 4 ay? B ooyt IS 2ty 4+t s 2y

can be repeated indefinitely, and hence %, is not Noetherian.

The following properties of the equivalence relation & can be proved in
exactly the same way as the corresponding properties in Grobner basis theory
(cf. [4, Proposition 2.2.2]).

Proposition 13 Let <5 be the rewrite equivalence relation associated to an
O -border prebasis G = {q1,..., 9.}, and let fi, fa, f3, f1 € P.

a) If f <% fo and fs <% fo, then fi+ fs <" fo + fu.
b) If f1 << fo, then fofs << fofs.
c) We have f sty ifand only if fi — fo € (91,5 00)-

According to property c) the rewrite equivalence relation <%, is in fact the
congruence relation modulo the ideal (gi,...,9,). In other words, applying
reduction steps forwards as well as backwards to a polynomial, we can move
through the complete congruence class modulo (gi,...,¢,) in search for a
“oood” representative.

Regardless of their lack of Noetherianity, rewrite relations -9, characterize
border bases by the confluence property. In this respect —“, is called con-
fluent if for any two co-initial reductions f; <, fo and f; <, f3 there exist
co-terminal reductions f5 <, fa and f3 <, fa1. Finally, a polynomial f € P



is called G-reduced if f -5 h implies h = f.

For example, any polynomial f with support in O is G-reduced; by Propo-
sition 2.c, it cannot contain a term that can be reduced. In particular, the
normal remainder NRo g(f) computed by the Border Division Algorithm is
G-reduced.

Proposition 14 (Border Bases and Rewrite Relations)
In the prescribed setting, the set G is an O-border basis of I if and only if
one of the following equivalent conditions is satisfied.

Cy. For f € P, we have fio if and only iof f € 1.

Cs. If f el is G-reduced, then f =0.

Cs. For every f € P, there exists a G-reduced element h € P such that
f Sk and h is unique.

. . G .
Cy. The rewrite relation —— 1is confluent.

Proof. First we show that a border basis has property C;. If a polynomial
f € P satisfies f LO, then it is enough to collect the subtractions per-
formed by the individual reduction steps on the right-hand side to obtain
f € (g1,...,9,). Conversely, let f € I. We apply the Border Division Algo-
rithm to f; it performs reduction steps using elements of G' to compute the
normal remainder NRp ¢(f) € (O)k. Since f € I, we also have NRpg(f) € I.
The hypothesis that G is a border basis yields NRo g(f) € IN(O)x =0, i.e.

F-%0.

To prove that C; implies C5, note that C; shows f .0 for f € I. Thus
a G-reduced polynomial f € I has to be zero. Next we prove that Cy im-
plies C3. Let f € P. The Border Division Algorithm performs a reduction
f R NRog(f), i.e. there exists a reduction to a G-reduced polynomial. Sup-
pose that f-S>h and h is G-reduced. Then h — NRog(f) € I and the
support of this difference is contained in O. Thus it is G-reduced and Cs
yields h = NRp g(f). Altogether, the normal remainder of f has the proper-
ties required by Cj.

Now we show that C3 implies Cy. Let f; <, fo and f; <, f3 be co-initial
reductions. The Border Division Algorithm produces f; i>NR(9,g( f2) and

fi <, NRog(f5). Since normal remainders are G-reduced, condition Cj im-
plies NRog(fa) = NRog(fs). Therefore, there are co-terminal reductions

fo-55 fa and f3 -5 £y with fy = NRog(f2) = NRog(fs).

Finally, to show that G is a border basis if it satisfies Cy, we can use Propo-
sition 13.c and proceed as in the proof of Cy) = C}) in [4, Proposition 2.2.5].
O

10



Given an O-border basis G = {¢1,...,9,} and f € P, the unique G-reduced

polynomial h such that f —%, h is the normal remainder NRog(f). Hence it
is effectively computed by the Border Division Algorithm and it agrees with
the normal form NFo ;(f) with respect to the ideal I = (g1,...,9,). The
properties of the normal form are studied in [3, Section 4.2].

4 A Buchberger Criterion for Border Bases

Instead of examining a polynomial ideal I directly, one can consider its quo-
tient algebra P/I. The K -vector space structure of P/I suffices to single out
the zero-dimensional ideals, as they are precisely those ideals with a finite-
dimensional quotient. Now each multiplication by an element of P/I defines
a K -linear map and thus we obtain a P-module structure on P/I. This P-
module structure determines the ideal [ as its annihilator. In particular, the
indeterminates x1,... x, define so-called mutliplication matrices which com-
mute. This procdure can be reversed in the following sense. For each border
prebasis we define formal multiplication matrices. Then the border prebasis is
a border basis if and only if the formal multiplication matrices commute. A
detailed account of these remarks is given in [3].

Definition 15 Let O = {ty,...,t,} be an order ideal, 00 = {by,...,b,} its
border, and G = {g,...,9,} an O-border prebasis with

iz
gj:bj_zamjtm 5 1§]§V
m=1

For 1 <r < n, define the r-th formal multiplication matrix &, := ( ,i?)

by
(r) {5lm ) it t; =, t
ke — (077 if bj :l‘rtg'

The formal multiplication matrices encode the following procedure. First, we
multiply an element of (O) by the indeterminate z, and, second, whenever
x,t; = b; is a border term, we reduce by the corresponding border polyno-
mial g;. The reduction guarantees that the result stays in (O) . More con-
cretely, the elements ¢, ¢, + ...+ ¢, t, € (O)k are encoded as column vectors
crer+...4+c,e, € K'. For example, x,t; corresponds to X, (c1,...,¢,)7.

Bernard Mourrain [6] showed the following result. A proof using our notation
and terminology is contained in [3].

11



Proposition 16 (Border Bases and Formal Multiplication Matrices)
In the setting of Definition 15, the border prebasis G is a border basis if and
only if the formal multiplication matrices commute, i.e. if and only if X, Xy =
Xs X, forall ryse{l,...,n}.

Next we want to analyze these commutativity conditions in more detail by
considering their effect on an arbitrary base vector e;. For each i € {1,..., u}
we compare X, X, e; with X, X, e;. Translating the comparision back into the
language of (O)f, we shall find that the resulting description depends on the
position of ¢; relative to the border. The following case by case discussion
reveals the details.

To lighten the index load we abbreviate x = x, and y = z,.

ty |

First case: Let zyt; € O.

ti |t

Since O is an order ideal, we also have z¢;, yt; € O, say zt; =t;, yt; = t,
and xyt; =t,. Then X Ve, = Xe, =e,=Ve; =Y X1, ie., the commuta-
tivity condition holds by definition of the formal multiplication matrices.

te | b

Second case: Let zyt; € 00 and xt;, yt; € O.
ti |t

Say xt; =1t;, yt; = ty, and xyt; = by. Then

(€37
XYVe =Xe, = : =YVe, =)V Xe;

Ozug

Again, commutativity follows immediately from the definition of the formal
multiplication matrices.

b | b
ti |t

Third case: Let zt; € O and yt; € 00.

Since 00 and O are order ideals, this case implies zyt; € 0. Say xt; = tj,
yt; = by, and zyt; = by. The commutativity condition becomes

(051 Qg
X : = :

Ok Qe

L.e., Y0 1 Epmmr = e for all p € {1,..., u}. According to the definition of

12



the formal multiplication matrices, this condition can be rewritten as follows.

Z Op,ip(m) ik + Z Qpp(m)Omk = 0o, 1 <p<p (1)

m
e tm=teo(m) tm=by (m)

The first sum stretches over all indices m for which zt¢,, € O. For such an
index m, let ¢(m) be the index with x¢; = t,m). The notation in the second
sum is chosen analogously.

b | *
i Fourth case: Let xt;, yt; € 00.

ti bj

Say xt; = b; and yt; = by. The commutativity condition becomes

Q1 a5
Xl =Y
Ak Qpj

e, Yoh 1 EomQmk = Yom—1 Mpm@Qim; for all p € {1,..., u}. This condition can
be rewritten as

Z 5p,gp(m)amk + ; Ap h(m)Amk =

m

Ttm=te(m) T tm=by (m)
Yo Cpemmi T D Qpem@m; » 1<p<p (2)
xtm;r;g(m) xtm:"lbva(m)

This covers all cases. The two cases with non-trivial commutativity conditions
motivate the following definition.

Definition 17 Let b;,b; € 0O be two distinct border terms.
a) The border terms b; and b; are called next-door neighbors if b; = z b;
for some = € {xy,...,x,}.
b) The border terms b; and b, are called across-the-street neighbors if
xb; = yb; for some x,y € {x1,...,2,}.
c) The border terms b; and b; are called neighbors if they are next-door
neighbors or across-the-street neighbors.

This definition comprises slightly more than the above case distinction. In a
polynomial ring with at least three indeterminates there are order ideals that
allow a constellation of border terms b; = b, and b, = y b;,

13



bk x

bi | b,

which, correctly, is absent from the above cases. The above case by case discus-
sion considers at most the relations b; = x b; and b, = yb;, while it disregards
x by = yb;. Our definition also acknowledges b, and b; as neighbors.

In the remainder of this section we interpret the commutativity conditions in

terms of rewrite rules.

Consider the next-door neighbor relation b, — x by = 0. The corresponding
combination of border polynomials is

© p

g —xge = (by— > Qti) — x(by — Z k)

m=1 =

i
= Z Qelim +Zamkxt

et + Y Quktom) T D Qmkbym)

||
=0 Mt )

T tm=to(m) T tm=by(m)
= =D it + D Gmbeem t DL CmiGum)
m=1 wtm—tw(m) & tm=by (m)
+ Z (amk Z as,w(m)ts)
T tm=by (m) s=1
Since (¢1,...,9,) C I, we obtain the congruence

I
0=— Z el + Z it o(m) + Z (Vi Z Qs pmyts) (mod I).
s=1

Ttm=to(m) T tm=byy(m)

For a border basis the coefficient of each t,, 1 < p < p, on the right-hand
side must vanish. This vanishing condition is exactly the commutativity con-

dition (1).

Across-the-street neighbor combinations x g, — y g; are treated analogously.
The corresponding combination of border polynomials is

"

m
Tgk—Ygi = Z Wmitim) — y(bj — Y it
m=1

- Z_l e (T ) + ZM: U (Y tin)

m=1

14



=— > ke — D Qmkbym)

Tlm=ty(m) T tm=by(m)
+ D amitemy + DL mjbogm)
Ytm=to(m) Ytm=bo (m)
== > Qukbeem) — D Cmkfym)
Tlm=ty(m) T tm=by(m)
n
— D k) Qsymts
$tm:bw(m) s=1
+ D mitemy t DD Wmie(m)
Ytm=ty(m) Ytm=bg(m)
w
+ ) ) Quemyts
ytm:bo‘(m) s=1

We obtain the congruence

m
0= — Z amktw(m) - Z Qmk Z a5¢(m)t5

mtm:tw(m) xtm:bt/)(m) s=1
o
> mitopmy + D Oy ) Qsomts  (mod 1)
Ylm=ly(m) ytm:bg(m) s=1

Considering the coefficients individually produces the commutativity condi-
tion (2).

This computation allows us to characterize border bases analogously to Buch-
berger’s criterion for Grobner bases. A similar result appears in [7, Theo-
rem 8.11].

In Grobner basis theory the S-polynomials are obtained by applying a syzygy
of two leading terms to the corresponding polynomials. Analogously, we apply
the fundamental syzygy of the border terms b; and b; and get the correspond-
ing S-polynomial. More concretely, an S-polynomial has the form

S(9i,95) = (lem(bi, b;) /bs) gi — (lem (s, bs) /b5) g5

Proposition 18 (Buchberger Criterion for Border Bases)

In the prescribed setting, the O-border prebasis G is an O-border basis of I
if and only if one of the following equivalent conditions is satisfied.

D;. Foralll <i<j<uv, the S-polynomial S(g;, g;) reduces to zero via N
Dy . For all neighbors b; and b;, the S-polynomial S(g;,g;) reduces to zero

. G
viag —.
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Proof. Condition D, holds if G is a border basis, since S(g;, ;) € I and G
satisfies Condition Cy. Since D; logically implies Ds, it remains to prove
that G is a border basis if D, holds. Let g; — xg; or xg; — yg; be the S-
polynomial corresponding to a neighbor syzygy. The above calculation shows
that g, —x gx “0orx 9k —Y gj 50 respectively implies the commutativity
of the formal multiplication matrices, and therefore that G is an O-border
basis. ad

Condition D, can be rephrased as follows:

a) For all next-door neighbors b, = x by, there are constant coefficients
c1...,¢, € K such that g, — x g, = Z?:1ngj-

b) For all across-the-street neighbors x b, — yb;, there are constant coeffi-
cients dy ...,d, € K such that x gx —yg; = >27_1 d; g;.

This is the special generation condition restricted to all neighbor combinations.
By the preceding Buchberger criterion and the characterization of border bases
via special generation, this implies the special generation of all polynomials in
the ideal.

5 Border Syzygies

In this section we study the syzygy module

Syzp(b1,....b,) = {(f ..., f,) € P"| fiby +---+ f,b, = 0}.
Its elements are called border syzygies.

As preliminary work, we consider the neighboring structure of the border 00.
Let ~ denote the equivalence relation generated by the neighbor relation. The
following proposition states that dO is connected in the sense that there is
only one equivalence class with respect to ~.

Proposition 19 For any two border terms b;,b; € 0O, there is a finite se-
quence by, by, , ..., by, of border terms from b; = by, to b; = by, such that

bi,_,, bk, are neighbors for £ =1,...,s.

Proof. Let b;,b; € 00 and g = ged(b;,b;). Then we have b; = ' - - -a:gf’g
and b; :xff:cf:g with ay, B € Ny and {iy,..., i} N{j1,...,Js} = 0. We
use induction on a3 + -+ a, + 5+ ...+ 6, E B +...+ 5, =0, ie. if
g = bj, then

_ _ 0 Qp 1 [e51 ap—1 aq Qp—1
bi_bk‘o_l‘il '."/Eip g_b’M ‘/Eil e Z’p g? ot l‘il '."/Eip_l 97
[e51 ap—1—1 _ —

Z;, "':L‘ip,l g, sy Ty G, g_bks_b]
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is a sequence of border terms, since 90 and O are order ideals. By construc-
tion, any two consecutive terms in this sequence are next-door neighbors.
Symmetrically, the case a; + ...+ «a, = 0 is proved.

Now assume that aq +...+ay, Si+...+08; > 0. Then z;, | bj, say b; = xj,t
with t € T™. Since 9O is an order ideal, we have t € 9O. We finish the proof
by considering three cases.

Case 1: If t € 0O, then t is a next-door neighbor of b; and ¢ ~ b; by induction
hypothesis. Thus we have b; ~ b; in this case.

Case 2: If t € O and z;, t € 00, then x;, t is an across-the-street neighbor
of b;. Since ged(zy, t, b;) = x; g, we have x;, t ~ b; by induction hypothesis.
Hence we obtain b; ~ z;, t ~ x;, t = b;.

Case 3: If t € O and z;,t € O, then z;,2;,t = x;,b; € 00 is a next-door
neighbor of b;. Since ged(x;,b;,b;) = x;, g, we have z; b; ~ b; by induction
hypothesis. Hence we obtain b; ~ x;,b; ~ b;. O

Let {eq,...,e,} be the canonical basis of the free module P”. The fundamen-
tal syzygies o,; = (lem(b;, b;)/b;) e; — (lem(b;, b;)/b;) e; generate the border
syzygy module Syzp(by,...,b,) (see, for instance, [4, Theorem 2.3.7.b]). We
are going to show that there exists a much more efficient set of generators for
this syzygy module.

Definition 20 Let O be an order ideal with border 00 = {b,...,b,}.

a) For two next-door neighbors b;,b;, i.e. for b; = x;b;, the fundamen-
tal syzygy o;; has the form 7;; = e¢; — x1e; and is called a next-door
neighbor syzygy.

b) For two across-the-street neighbors b;,b;, i.e. for z;b; = x,b;, the fun-
damental syzygy o;; has the form v;; = xre; — x4e; and is called an
across-the-street neighbor syzygy.

c) The set of all neighbor syzygies is the set of all next-door or across-the
street neighbor syzygies.

Proposition 21 The set of all neighbor syzygies generates Syzp(by, ..., b,).

Proof. Since the module Syzp(by, ..., b,) is generated by the set of fundamen-
tal syzygies {o;; | 1 <i < j < v}, it suffices to show that every fundamental
syzygy is a P-linear combination of neighbor syzygies. For notational conve-
nience we let 0;; = —oy; for 1 <¢ < j < n. Let by,,...,bs, be a sequence of
border terms constructed in the proof of Proposition 19, i.e. such that by, = b;,
bi, = b; and by, ,, by, are neighbors for £ =1,...,s. We claim that there are
terms fi,..., fs € T" such that o;; = >°/_; fewe, where ¢, is the neighbor
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syzygy between by, | and by, .

To prove this claim, we proceed by induction on s. For s = 1, the terms b;
and b; are neighbors and o;; is the corresponding neighbor syzygy. For s > 1,

let by =z -2 - ged(b;, by) and b; = :L‘fll > xi“ - ged(b;, bj) as in the proof
of Proposition 19. If ¢ = 0, i.e. if b; = x7' - :EZO;” - bj, then b; = by, = x;,by,
and therefore o;; — t;;Tror, = tijwi,en, — tjier, = 5,0k ks is a syzygy of by,
and by, . The claim follows by induction. If ¢ > 1, we write b; = z;, ¢t with

t € T" and check the same three cases as in the proof of Proposition 19.

Case 1: If t € 0O, then by, , =t and 744, , = €r, — Tj, €k, , is a next-door
neighbor syzygy. Thus o4 + tjiTk.k, . = tij€r, — tjiTj1Che 1 = Tj1Okok,_, 15 @
syzygy of by, and b,_,. The claim follows by induction.

Case 2: If t € O and by,_, = x;,t € 00, then z;b,, = x;,x;,t = xj,by,_,
and Vg, , = ¥ €, — Tj €, is an across-the-street neighbor syzygy. Since
thoko = lom(by,, bry) /b, = o} - 2;", and since x;, | by,_, implies oy, > 1,
we have a factorization ¢y, = x;, -t with ¢’ € T". Then o;; + t'vpk, , =
tijer, — t'Tj €k, | = Tj,Okok,_, 1S a syzygy of by, and by, ,. The claim follows
by induction.

Case 3: If x;,t € O and by, , = z;,b; € 00, then 7, 1, = €, , — Tj ek, 1S
a next-door neighbor syzygy. Again we write tx , = ;¢ with ¢ € T" and
compute o;; — t' g, 1k, = tijex, — '€k, , = Okok,_, - Again, the claim follows
by induction. O

Notice that neighbor syzygies are particularly simple: They are binomials,
and their coefficients are either the constants +1 or indeterminates. Now we
apply our knowledge of border syzygies to characterize border bases via the
lifting of syzygies; this corresponds to [4, Proposition 2.3.12]. We are especially
interested in the syzygy module

Syz(g1,---v90) = {(f1,-.-,f,) €P"| figi + -+ f,g, =0}

and begin with defining a lifting of a border syzygy.

Definition 22 Let (fi,...,f,) € Syzp(bi,...,b,) be a border syzygy. A

syzygy (Fi,...,F,) € Syzp(g1,...,9,) is a lifting of (fi,..., f,) if one of
the following two cases occurs:

L XY 1 figi=0and F;— fi=0 forall i € {1,...,v}, or
2. 31 fj9; # 0 and for all 7 € {1,...,v} such that F; — f; # 0 we have
deg(F; — f;) <indo(X7_, fi9;) — 1.

In the second case the combination },(F; — f;)g; cancels >, fjg;, and the
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degree bound insures that there are no internal cancellations in the combina-
tion >-;(F; — f;)g; beyond the index of 3, f;g;. The next example shows that
there are liftings and, moreover, that liftings of neighbor syzygies are very
easy to compute if G is a border basis.

Example 23 Assume that G is an O-border basis.

a) Given a next-door neighbor syzygy 7,; = e; — xxe;, all terms appearing
in g; — xyg; have index < 1. Therefore there exist ci,..., ¢, € K such
that the support of g; — x1g; — >_1. 1 CmGm is contained in O. Since G is
a border basis, it follows that ¢;; = e; — xre; — 3°7 | cnen, is a syzygy
of (¢1,...,6,). This syzygy lifts 7,;, because g; — zg; = 0 or deg(c,,) =
0 <1=indo(g; — xkg;)

b) Given an across-the-street neighbor syzygy v;; = wye; — x¢e;, the only
terms of index two appearing in x,g; — x¢g; are xpb; and x,b;. Since
these two terms cancel and all other terms have index < 1, there exist
dy,...,d, € K such that the support of zr9; — xeg; — > 1.1 dnGm is
contained in O. Again the border basis property of G implies that v;; =
TRe;—Tee;— > v 1 dmen, is asyzygy of (g1, ..., g,) which lifts v;;, because
kg — xeg; = 0 or deg(d,,) =0 < 1 = indo(xrg; — zeg;).

Since the index need not be monotone with respect to multiplication by a
term, the index of >7_, fjg; can actually be larger than the index r of the
terms in f1b1 + - - - + f,b,. The following example is a case in point.

Example 24 Let O = {1,z,2?} C T?. Then 00 = {y, zy, 2%y, 23}. The set

G ={91,92, 95, 9} where g1 =y —2°, g» = zy, g3 = 2°y, and g4 = 2 is an
O-border basis of I = (g1, g2, g3, 94). We have indp(fb;) =1 for f = 2? and
by =y, while the polynomial fg; = 2%y — 2* has O-index two.

The next proposition is the main result of this section. It characterizes border
bases via liftings of pure border syzygies.

Proposition 25 (Border Bases and Liftings of Border Syzygies)

In the prescribed setting, the set G is an O-border basis of I if and only if
one of the following equivalent conditions is satisfied.

Ey. Every border syzygy lifts to a syzygy of (g1,--.,9,)-

E,. Every neighbor syzygy lifts to a syzygy of (g1,...,9,)-

Proof. First we show that a border basis satisfies E;. Let (fi,...,f,) be a
border syzygy, and let f = figi + -+ + f,g,. Using the Border Division
Algorithm, we compute a representation f = hig;+---+h,g, with deg(h;) <
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indp(f) — 1. The normal remainder is zero, since f € [ and G is a border
basis of I. Now (f; — hy,...,f, — h,) is a syzygy of (g1,...,¢,) that lifts

(fl?"'7fl/)'

Since FE; logically implies Fs, it remains to prove that G is a border basis
if Ey holds true. Given a next-door neighbor syzygy 7;; = e; — xxe;, we have
g;i — xg; = 0 or the index of ¢g; — g, is one. Therefore any lifting of 7;; has
the form 7,; — 377 _; ¢men, With ¢, € K. Given an across-the street neighbor
Syzygy vij = Tpe; — x¢e;, the polynomial xg; — x,g; is zero or its index is
one. Therefore any lifting of v;; has the form v;; — 37 _; e with ¢, € K.
In both cases the S-polynomial has the shape S(g;, 9;) = >_V,—1 ¢mGm , and the
claim follows from the last part of the proof of Proposition 18. O

There is an important difference between liftings in border basis and those in
Grobner basis theory: condition E; guarantees liftings for all border syzygies,
whereas in Grobner basis theory we can only lift homogeneous syzygies of
leading terms. To examine which kind of border syzygies is the correct ana-
logue of homogeneous syzygies of leading terms, we introduce two particularly
nice kinds of border syzygies.

Definition 26 Let O be an order ideal with border 0O = {by,...,b,}, and
let k € N.

a) A border syzygy (fi,..., f,) is called pure of index k if U,_, Supp(f;b;)

is contained in 9*O. It is called pure if it is pure of some index.

b) A border syzygy (fi,...,f,) is called perfect of index k if it is pure
of index k£ and the polynomials f; are homogeneous of degree k — 1.

The following example amplifies the details of this definition.

Example 27

a) The next-door neighbor syzygy 7;; = e; — x,e; is a pure syzygy of index
one. We note that 7;; is not perfect of index one, since deg(1) # deg(x,).

b) The across-the-street neighbor syzygy v;; = z,€;—xse; looks like a perfect
syzygy. It is indeed perfect of index two, if x,.b; € 0O. However, if x,b; €
00, then it is not a perfect syzygy: We have indp(z,b;) = indp(z,b;) =1
and deg(x,) = deg(z,) = 1; the index and the degree fail the perfectness
condition ind = deg+1.

c) Let O ={1,z,y} with border 00 = {22, zy,y*}. Then (y, —z —y, ) is
a perfect syzygy of index two. Unlike the analogous situation in Grébner
basis theory, perfect border syzygies can have components with several
terms in their support.
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Since neighbor syzygies are pure, a border prebasis G is an O-border basis
of I if and only if the following condition is satisfied:

Es. Every pure border syzygy lifts to a syzygy of (g1,...,9,)-

Pure border syzygies play a role analogous to homogeneous syzygies of the
tuple of leading terms in Grobner basis theory.

Remark 28 Every syzygy s = (f1,...,f,) € Syzp(b,...,b,) decomposes
into pure syzygies, s = >_, s, Where s, collects all terms in the support of s
such that the corresponding summand in f1b; + - - -+ f,b, has index r. Since
P = @;>0(Dytfindo()=i} K - 1), the tuples s, are again syzygies of (by,...,b,).
Therefore, the characterization of border bases via liftings restricts to pure
syzygies.

Can we restrict our characterization via liftings to the even simpler perfect
syzygies? If G is a border bases, then F; implies that every perfect border
syzygy possesses a lifting in Syzp(g1,...,,). However, the converse is not
true in general, as our next example shows.

Example 29 Let O = {1,2} C T?. Then 00 = {y, zy, z*}, and every perfect
border syzygy fiy + foxy + fzx? = 0 is of the form (f1, f2, f3) = (0, fz,—fy)
with a homogeneous polynomial f € K[x,y]. The O-border prebasis G =
{91,92,93} with g =y —1, g = xy, and g3 = 2, is not a border basis,
because = = g — xg; € I. However, every perfect border syzygy (0, fz, —fy)
is its own lifting.

In Example 23 we lifted every next-door neighbor syzygy 7;; to ¢;; and every
across-the-street neighbor syzygy v;; to ;.

Conjecture. The liftings ¢;;, 1;; of the neighbor syzygies generate the syzygy
module Syzp(g1,...,9,) of a border basis G = {¢g1,...,9,}.

This conjecture is motivated by the analogy with [4, Proposition 3.1.4] and
supported by several examples that we computed with CoCoA. As a further
indication, we show that the liftings ;;,¢;; generate at least the following

special syzygies of (g1,...,9,)-

Proposition 30 Let G = {g1,...,9,} be an O-border basis. Every syzygy
(fi,---, fv) €Syzp(g1,...,9,) such that fiby +---+ f,b, =0 is contained in
({wij | bi, b; next-door neighbors} U {;; | b;, b; across-the-street neighbors}) .

Proof. Since (fi,..., f,) is a border syzygy, there exist polynomials h;;, k;; €
P such that (f1,...,f,) = >, hijTi; + X, kijui; where the sums range over
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all 7,7 such that b;,0; are next-door or across-the-street neighbors, respec-
tively and such that each unordered pair of neighbors appears only once. For
these indices, we write o, = 7; — S0 clbe,, and ;= v;; — S0 dPe,,
with ¢(9) d(7) € K. Then we calculate

0= figi+ -+ fugp = X hijTij (g1, - -, ) + X kijuig(g1s - - -5 gv)
Z7j Z?]
= hij (i + Zlcﬁ,@j)em)(gl, e G) X i (W + zld,ﬁf;ﬂem)(gl, )
2Y) m= ,J m=

= 5 (Sl ) g

m=1 14, i,J

In the last step the other summands disappear, because they involve the lift-
ings ¢;; and 1;;, i.e. syzygies of (g1,...,9,). Since {g1,...,¢,} is K-linearly
independent, we get 32, ; clt9) + ¥, - d(3) = 0 for every m € {1,...,v}, and,
therefore,

(fir fo) = Zhijlois + X Aie) + X kij(vy + X dyen)
bJ m= 2,) 1,7
= 2 hijois + 3 kigtij
Y} 1,7

is contained in the module generated by the syzgyies ¢;;, 1;;. O
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